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Abstract: The success of deep networks is crucially attributed to their ability to capture latent features within a repre:
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Abstract: Recent works have characterized the function-space inductive bias of infinite-width bounded-norm single-t
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Abstract: An elementary approach to \emph{selective classification} (also known as \emph{classification with a rejec
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Abstract: Recent advances in machine learning have led to increased interest in reproducing kernel Banach spaces

Learning Smooth Distance Functions via Queries [selected]

Authors: A Kumar, S Dasgupta

Venue: Preprint

Date: 2024-12-01

Links: proceedings: https://arxiv.org/abs/2412.01290 | arxiv: https://arxiv.org/abs/2412.01290

Abstract: In this work, we investigate the problem of learning distance functions within the query-based learning fran
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Abstract: Developing simple, sample-efficient learning algorithms for robust classification is a pressing issue in today
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Abstract: We study the sample complexity of teaching, termed as "teaching dimension" (TD) in the literature, for the
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Abstract: Algorithmic machine teaching has been studied under the linear setting where exact teaching is possible. |
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Abstract: In the DELETION TO INDUCED MATCHING problem, we are given a graph $G$ on $n$ vertices, $m$ ed
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Abstract: We examine the task of locating a target region among those induced by intersections of $n$ halfspaces ir



